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Structural relaxation in amorphous 
Fe oNi.oPl  studied by energy dispersive 
X-ray diffraction* 
T. EGAMI 
Department of Metallurgy and Materials Science and Laboratory for Research on the 
Structure of Matter, University of Pennsylvania, Philacle/phia, Pa 19104, USA 

The atomic structure and the structural relaxation of amorphous Fe40 Ni40 P14 B6 alloy 
were studied using the energy dispersive X-ray diffraction method. It was demonstrated 
that the structure of the amorphous alloy can be determined self-consistently with high 
accuracy by this method. The results indicated that the structural relaxation is a highly 
collective process involving many atoms, and can be described in terms of the redistri- 
bution and transformation of the structural defects. 

1. Introduction 
Amorphous metallic alloys, also known as metallic 
glasses, can be prepared by various methods and 
for a fairly wide range of composition [1]. They 
were initially regarded as pure laboratory curi- 
osities. However, as production methods were 
improved and their excellent magnetic, mechanical 
and chemical properties became known, they 
quickly gained recognition as possible engineering 
materials [2]. In the past five to six years, particu- 
larly after Allied Chemical Co. started production 
of these materials, the properties of amorphous 
alloys have been extensively studied by various 
methods. They include structural, mechanical, 
magnetic, electric, and thermal properties. 
Through these studies, it became clear that many 
of these properties are often drastically changed 
by annealing without causing crystallization. Some 
of these effects of annealing, such as a decrease in 
magnetic anisotropy [3] or stress relief [4, 5], are 
the results of ordinary diffusion, but many are 
attributed to a subtle change in the structure, 
usually called the structural relaxation. Amorphous 
alloys are usually obtained by rapid quenching; 
the liquid state can be preserved by quickly 
freezing the liquid, i.e., by cooling down below the 
glass transition temperature Tg, before the nu- 
cleation of the crystalline state [6-8].  During 
the rapid quenching, the atoms usually have 
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insufficient time to relax from the high tempera- 
ture atomic configuration to the low temperature 
configuration, therefore the frozen liquid stays in 
a metastable state, not only with respect to the 
crystalline state, but also with respect to a 
relaxed, more stable glassy state. The structural 
relaxation occurs when this metastable frozen 
liquid relaxes into a more stable state when 
annealed. Such a phenomenon is quite commonly 
observed in inorganic or organic (high polymer) 
glasses, and has been extensively studied [9-11]. 
A concept which is often used to explain the 
structural relaxation in polymer glass is the excess 
free volume [10]. The free volume [12] in the 
liquid or glassy state is the analogue of the vacancy 
in crystalline solids. The equilibrium amount of 
free volume in the liquid is a function of tempera- 
ture, and is directly related to the viscosity. As the 
liquid is cooled down, the amount of free volume 
is decreased, so that the viscosity is increased. The 
glass transition temperature is defined as the 
temperature at which the viscosity has increased 
to some specific value (usually 1013 poise). The 
reduction in the free volume, however, does not 
occur instantaneously, since the free volume 
somehow has to reach the surface of the liquid. 
The rate of this process is determined by the 
diffusivity, or the viscosity itself. Therefore, if 
the cooling rate is sufficiently high, the glass 
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transition is reached before all the free volume 
reaches the surface, and the excess free volume 
will be trapped inside the glass. The excess free 
volume is annealed out as the structural relaxation 
occurs. As will be shown in the present paper, the 
concept of free volume is less directly applicable 
to the amorphous metallic alloys than to high 
polymer glasses. However, if an appropriate defect 
is defined, the explanation above seems to be 
perfectly valid when the concept of free volume 
is replaced by such a defect. 

The structural relaxation of amorphous metallic 
alloys has been indirectly observed by means of 
the internal friction and elastic constant [ 13-15] ,  
specific heat [16], stress relaxation [17] and 
mechanical creep [18]. A direct indication of 
structural change has been observed by X-ray 
diffraction by Waseda and Masumoto [19]. The 
change, however, was too small for conventional 
X-ray diffractometry to allow a reliable inter- 
pretation. A more recent study by Graczyk using 
electron diffraction revealed a sizeable structural 
change upon annealing [20]. However, this 
study was made on thin films of transition metal-  
rare earth amorphous alloys containing a fair 
amount of oxygen. Therefore, its generality as a 
study of structural relaxation in amorphous 
metallic alloys is somewhat questionable. 

In the present paper, we report our study of the 
structural relaxation in amorphous Fe4oNi4oP14B6 
(Allied Chemical Metglas alloy 2826) obtained by 
a splat cooling technique [21]. This alloy was 
chosen despite its complex chemical composition, 
partly because it can be obtained in a better form 
than others, in terms of width, surface conditions, 
geometrical uniformity and stability, and also 
because the annealing behaviour of this alloy has 
been most extensively studied. In order to observe 
small changes in the structure, the technique of 
energy dispersive X-ray diffraction (abbreviated as 
EDXD hereafter) was used. The structural re- 
laxation studied here is topological short-range 
ordering of the metal atoms. The X-ray detects 
mainly the position of the transition metal atoms, 
not the metalloid atoms, and does not distinguish 
between Fe and Ni. There is another structural 
relaxation process in which compositional short 
range ordering of transition metals (in this case Fe 
and Ni) seems to occur [22]. This process can be 
detected by magnetic measurements [23], but not 
by EDXD in its present form, since the X-ray 
scattering factors of Fe and Ni are too similar. 
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The EDXD method using a solid-state detector 
was first employed by Giessen and Gordon [24], 
and recently applied to a structural study of 
liquid Hg by Prober and Schultz [25]. Unlike the 
conventional angular-scanning diffraction using a 
monochromatic X-ray source, the EDXD method 
utilizes white X-ray radiation and a fixed dif- 
fraction angle. At fixed angle, the scattering vector 
is proportional to the energy of the incident 
photon. Therefore, the diffracted intensity 
spectrum (as a function of energy) contains the 
same structural information as can be obtained by 
a conventional diffraction measurement [26]. 
Recent progress in energy-sensitive photon de- 
tectors has enabled the determination of the 
intensity spectrum with satisfactory resolution and 
efficiency, and has made the EDXD method not 
only practical but also advantageous over the 
conventional diffraction method in terms of the 
statistical accuracy. This improved accuracy is 
achieved for several reasons: (a) since the counting 
of photons with different energies is done simul- 
taneously, fluctuations in the intensity of the 
X-ray source does not affect the result; (b) no 
mechanically moving parts are required, and (c) 
the total intensity of the white X-ray radiation 
is usually higher than the intensity of the charac- 
teristic radiation. Furthermore, the use of higher 
energy photons (up to 48 keV) makes it possible 
to determine the structure factor to higher values 
of the wave vector q. The main disadvantages of 
the EDXD method are the limited resolution of 
the detector (in our case ~ 150 eV at 6 keV, and 
~230eV at 40keV), and the need for a fairly 
complex and so far unestablished method of data 
processing. In this paper, we first demonstrate 
that an equation for the diffracted intensity 
spectrum can be derived which leads to a self- 
consistent determination of the structure factor, 
and then by annealing the sample in place in the 
diffractometer, we show that the structural re- 
laxation can be studied with high accuracy, taking 
full advantage of the fact that no moving parts 
are involved in the EDXD system. 

2. Experimental 
A schematic of our EDXD system is shown in 
Fig. 1. The tungsten-target X-ray tube was 
operated at 48 kV, with a beam current of 14 or 
20mA (full-wave) with or without a constant 
potential unit. The use of the constant potential 
unit makes no difference to the long-term stability 
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Figure l Schematic diagram of the 
EDXD system. 
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of the X-ray generation, but helps to increase the 
intensity of higher energy X-rays and to reduce 
the polarization of low energy X-rays. The optical 
system of the unit (slits) was made as simple as 
possible, in order to avoid fluorescence. The sizes 
of the slits are changed as the diffraction angle 
is changed, and also depending on the purpose of 
the diffraction, i.e., whether the aim is to measure 
the structure itself or to study the structure re- 
laxation. For the study of structure, the resolution 
of the optical system was set to about 1%. Fig. 2 
shows the diffraction pattern of crystalline Cu, 
indicating that the overall resolution (the optical 
resolution plus the resolution of the detector) is 
about 2%, which is good enough to study the non- 
crystalline solids. A slightly lower resolution (4%) 
was used for the study of structural relaxation for 
the purpose of increasing the photon count rate. 
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Figure 2 Diffraction pattern of polycrystal- 
line copper stored in MCA; the x - y  recorder 
trace. Weak characteristic radiations are 
either due to contamination in the X-ray 
target (Mo) or impurities in copper (Fe, Cr). 

As a detector, an intrinsic Ge detector 
(Princeton Gamma-Tech) was used. A pulse pile- 
up rejector and a pulse shaper were added to 
improve the accuracy of counting at higher 
counting rates. With a pulse-shaping time of 6 #s, 
the resolution of the detector did not deteriorate 
appreciably up to a counting rate of 104 photon s- l ,  
but usually the counting rate was kept down to 
103 photons -1, to insure the accuracy of the 
result. Even at this rate, the counting is signifi- 
cantly faster than in a conventional diffraction 
measurement. The channel width of the MCA was 
usually set to 100eV, so that 500 channels cover 
the entire spectrum. The total photon count was 
106 to 107 for the study of structure and ~ 5 x 10T 
for the study of relaxation. The data were pro- 
cessed by a PDP-11/10 minicomputer. 

The determination of the structure factor, or 
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the interference function i(q), was made in the 
reflection geometry with the sample thick enough 
(0.gram) to make the absorption correction 
simpler. The sample as-received was in the form 
of a long ribbon 60/ira thick and 2ram wide. 
Fifteen layers of ribbon, each layer consisting of 
6 strips of 2 cm long ribbon laid side by side, were 
fixed on a stainless steel plate. The steel backing 
was chosen so that any X-ray photons penetrating 
the sample (maximum 3% at 40keV) can be re- 
flected in a similar manner to the sample. The 
top layer of the sample was mechanically polished 
to remove surface contamination. 

The structural relaxation, on the other hand, 
was studied in the transmission geometry, because 
monitoring of the fluorescence yield from the 
sample indicated that surface reconstruction 
during annealing interfered with the measurement 
in low-angle reflection. The surfaces of the sample 
were carefully polished, first mechanically, and 
then electrochemically, in a bath of 10% per- 
chloric acid and 90% alcohol at 0~ with an 
applied potential of 12V. The sample thickness 
was reduced from 60~m to 50/~m by polishing. 
Short sections of ribbon sample were spot-welded 
to a stainless steel frame in two layers, and then 
placed in a small vacuum chamber with beryllium 
windows and an internal heater, which was 
evacuated by a sorption pump. The chamber was 
water-cooled to protect the beryllium window 
seals and to insure a sufficient cooling rate for the 
sample. The usual heating and cooling rate of the 
sample for the annealing was 25 to 30 ~ Cmin -1 
and 15 ~ C min- 1, respectively. 

3. Determination of the radial distribution 
function (RDF) 

It can be shown that the intensity of the diffracted 
X-ray in the reflection geometry (for an infinitely 
thick sample) is given by 

2 e(~', 0) <L (q%rp (E') 
&(~') - u ( E )  + u ( E ' )  

1 
+ [i(q) (f)(f*)+ (ff*)] P(E,O)Ip(E) u(E) 

(1) 
where Ip (E) is the spectral intensity of the primary 
beam, P(E, O) the polarization factor, g (E) the ab- 
sorption coefficient of the sample, fe (q) the 
Compton scattering intensity, f (q)  the atomic 
scattering factor, ( . . . )  the compositional average, 
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i(q) the interference function, q = E/hc, q '=  
E'/bc and E' is the initial photon energy which is 
reduced to E after the Compton scattering, or 

E" = E+ z2~E = El(1 -- 0.00391 E sin20) (2) 

(E in keV) 

The Compton shift AE in fact has a width, but 
neglecting the profile seems to give good enough 
results. The neglect of the shift itself, however, 
leads to a serious error when (fe (q)) is not small 
compared to (ff*). Prober and Schulz [25] had 
success even neglecting AE, since fe is much 
smaller than if[2 in Hg. Among the quantities in 
Equation 1, /l(E) and the energy independent 
part of the scattering factor can be obtained from 
standard sources [27], but the anomalous dis- 
persions f '  and f "  are available only for certain 
energies, so that they had to be calculated for 
general energy using the cross-sections computed 
by Cromer and Liebermann [28] and the equation 
of Parratt and Hempstead [29]. The Compton 
scattering intensity, f~ (q), was obtained from the 
Compton scattering factor, I c(q), calculated by 
Cromer [30, 31]. As has been recognised earlier 
[25], the Breit-Dirac recoil factor, R, should be 
given by 

R -- ( ~ / E ' )  2 (3 )  

for the photon counter rather than (E/E') 3, and 
the calculated intensity I e (q) should be multiplied 
by this factor to yield the observed intensity. 
However, the Compton scatterings observed in 
the energy' range from E to E + dE come from the 
incident photons whose energies range from E' to 
E' + dE'. Since, 

dE (4) 

this factor exactly cancels the Breit-Dirac factor, 
so that the Compton scattering intensity for the 
EDXD measurement should just be equal to Ic (q), 
rather than R �9 I c (q)- 

The greatest difficulty in using the EDXD 
method is that the intensity and the polarization 
of the incident X-ray cannot be easily known. 
These quantities can only be determined exper- 
imentally, since they are the variables of each 
X-ray generating system. We followed, with 
modifications, the suggestion by Prober and 
Schultz to use the very sample to be studied. They 
suggested that i (q ) i s  negligibly small for high 
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Figure 3 Energy dependence of the polarizability, lr (E), 
for the particular X-ray tube used in the present study. 

values of q, so that the high angle run should 
give values of [p (E) = Ip (s (E) when divided 
by the theoretical intensity (f~) + (re). This 
simple method, however, does not work very well 
in the present case in which the effect of the 
Compton shift is quite significant. The polariz- 
ation factor 

P(E, 0) = [(1 + cos 2 20)/2] 

- [(1 - cos 2 20 ) /2 ]  7r @7) (5) 

(Fig. 3) and ]p (s (Fig. 4) were then determined 
using the data from four runs. The details of our 
method are described in the Appendix. Since 
]p (E) has a peak at around 30keV, the energy 
region from 20 keV to 40 keV was used for analy- 
sis. In the energy region lower than 20keV, we 
have problems with the Mo contamination in the 
Wtarget of the X-ray tube, fluorescense from the 
sample and their two-photon peaks, and also high 
absorption. In the energy region higher than 

40keV, the primary intensity is low and the 
polarization correction becomes rather large. 

Now that Equation 1 is completely given apart 
from the factor i(q), it can be used for the 
structural determination. The crucial test of 
Equation 1 was then made with a run at 0 = 42.4 ~ 
Since i(q) is very small in the range of q covered 
by this run, the diffracted intensity spectrum is 
rather featureless (Fig. 5). Then the observed 
spectrum Iobs should be almost proportional to 
the calculated intensity using Equation l but 
assuming i(q) = 0. Fig. 6 shows that this is true, 
within 1%, up to 36keV and within 5% at 40keV. 
The greater deviation at higher energy is probably 
because the scattering factor is reliable only up 
to 25A -~. The neglect of the Compton shift 
itself in Equation 1 results in a drop of/obs/Ieale 
by as much as 20% on going from 20keV to 
40keV. In our view, the success of this test is 
critically important in demonstrating the accuracy 
of the structure determination by the EDXD 
method. 

The values of i (q) for amorphous Fe4o Ni4o P14 B6 
alloy were then determined, using Equation 1, 
from seven runs at different angles. The run at the 
lowest angle (4.32 ~ ) covering the q-space below 
2.9A :1 was done in transmission geometry, to 
avoid the spurious scattering from the oxide layer 
on the surface of the sample. Seven runs were used 
in order to have enough overlap in q-space from 
run to run so that the self-consistency of the 
results could be checked for all q. Starting with 
the run at the highest scattering angle (0 = 42.4~ 
i(q) was determined down to the lowest value in 
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q which corresponds to the energy of 20keV. We 
then considered the data at the next highest angle, 
checked the consistency in the overlapped q-space, 
and then determined i(q) to the lower values in q 
down to the limiting value of q in this run. An 
example is shown in Fig. 7. In this case, i (q) had 
been determined by previous runs down to 
qo = 8.4A-~, so that Iobs/I~ale [i(q) is still 
assumed to be zero below qo] is almost equal to 
unity above qo, indicating sufficient consistency. 
The consistency was less satisfactory for the first 
peak in i (q). This peak is fairly sharp, so that the 
difference in resolution between two runs yielded 
different peak heights (by about 3%); the low 
angle run with better resolution was chosen to 

determine i(q). The values of q'i(q) thus de- 
termined are shown in Fig. 8, together with the 
difference in q'i(q) caused by annealing at 350 ~ C 
for 30 min which will be discussed later in detail. 

The effect of air scattering and multiple- 
scattering [32] was estimated to be of the order of 
1 to 2%, but only weakly dependent on q. Since 
the accuracy in i(q) thus determined was of the 
same magnitude, these effects were neglected in 
the present study. The radial distribution function 
(RDF) #-(r) was then obtained by the Fourier 
transformation, 

'.r p(r)--po =27r2 r i(q).sinqr'qdq. (6) 
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Since the variation in i (q) beyond 20 ~_- 1 appears 
to be mostly noise, i(q) was multiplied by a 
damping factor ofexp [ -  0.03 (q - 18) 2 ] (q > 18, 
value of q in A-I) .  This damping removed fast 
oscillations in RDF, but did not change the 
significant features such as the peak height. The 
result is presented in Fig. 9. As is well known, 
Equation 6 does not give the compositionally 
averaged RDF, 

<p (,)> -- Y, (7) 
i ] 

where C i is the concentration of the ith element in 
the alloy specimen and Pu (r) is the partial RDF 
between the ith and jth elements, but rather 

c cj; o 

where 

Ru(r, r')pij(r')r '2 dr' (8) 

! oe j ~ ]  - , t 

f J~(q)" (q) sinqr slnqr 
Rij(r'r ) = J0 ~ ( f - ~  qr ~ qadq 

(9) 
and fi(q) is the scattering factor of the ith element. 

R u (r, r ' )  has a sharp peak at r = r', so that if(r)is 
close to (p (r)). 

However, in the present case, since fFe and fNi 
are similar, RFe--Fe and RNi_Ni have consider- 
able ripples for small r. The noise for r < 2 A seen 
in Fig. 9 is considered to be primarily due to this 
effect. The RDF thus obtained is in good 
agreement with that of the dense-random-packing- 
hard-sphere (DRPHS) model of Ichikawa for the 
tetrahedra parameter k = 1.3, including the small 
peak at 7 .3~  which corresponds to clusters of 
four collinear atoms [33]. The positions of the 
first and second peaks are in agreement with 
earlier works on similar alloy systems [34, 35]. 
Principal results are given in Table I. 

4.  S truc tura l  r e l a x a t i o n  
As described earlier, the study of the change in 
i(q) by annealing was made in transmission 
geometry, with the annealing done in situ in the 
diffractometer. Since the changes in the surface 
condition, such as oxidation, could easily in- 
troduce spurious changes in i (q), the fluorescence 
yield from the sample was always monitored. If 
the fluorescence yield showed appreciable change 
(more than 1%), the result was rejected. The fluo- 
rescence line was also used to correct for the drift 
in the zero level of the MCA. The zero level was 
found to be rather sensitive to the ambient 
temperature, and was shifted by about 1/20 of 
the channel width for each degree change in 
temperature. Such a drift can sometimes be 
serious, since we are concerned with rather small 
changes in i(q). The change in i(q) was de- 
termined from runs at three angle settings, 7.23 ~ , 
13.25 ~ , and 20.57 ~ . The exposure times were 
4 x 104 s, 5 x 104 s, and 3 x l0 s s for these three 
angle settings, respectively. The medium angle 
(13.25 ~ ) run was repeated three times for different 
samples, and the average over the three runs was 
used. The results of high and low angle runs were 
smoothly joined to the values of A/(q) obtained 
from the medium angle runs. The noise at high q 
was damped by multiplying by exp [ -0 .03  
( q - 6 )  2] for q > 6 .  The change in i(q) due to 
annealing at 350 ~ C for 30 min, 

q . Ai(q) = q [/annealed (q) --/as-received (q)] 

(10) 

is presented in Fig. 8, after multiplication by the 
damping factor. The statistical accuracy of the 
result is -+0.01. However, the overall accuracy is 
estimated to be about 20%, partly due to the 
resolution of the optical system which was 
somewhat sacrificed in order to increase the 
photon count. 

TABLE I 

Position of the first peak in i (q) (A -1 ) 
Position of the second peak in i (q) (A- t ) 
Position of the first peak in p (r) (A) 
Position of the second peak in p (r) (A) 
Position of the subpeak of the second peak 
in p (r) (A) 
Co-ordination number 

F%0 Ni40 Pt4B6 Niso P2o [35] F%o P~3 C7 [19] 

3.15 3.10 3.03 
5.31 5.35 5.22 
2.54 2.55 2.58 
4.28 4.23 4.28 

4.96 4.76 4.96 
12.0 13.5 11.7 

2 5 9 4  
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Figure 10 Second peak in q �9 i(q) (above) and the change 
q �9 Ai(q) due to annealing at 350~ for 30rain (below). 
The shaded area defines the relaxation parameter, 
Equation 11. 

The Fourier transform of q .  A i (q)  directly 
yields the change in the RDF, 47rr A0 (r) (Fig. 10). 
Note that the absolute accuracy of this quantity is 
higher than that of p (r) itself, and is estimated to 
be about + 0.03. 

The result presented in Fig. 9 is quite informa- 
tive about the nature of the structural relaxation. 
Firstly, the position of the nearest neighbour 
peak and its integrated density (co-ordination 

number) are basically unchanged by annealing. 
The nearest neighbour distance, in fact, is slightly 
increased (by about 10 -3 A) whereas the specific 
volume of the sample is decreased by a maximum 
of 0.5% [23]. This is presumably the direct re- 
flection of the stronger repulsion (than attraction) 
of the inter-atomic potential. Secondly, in general 
the peaks become higher and the valleys become 
deeper. The split in the second peak particularly is 
enhanced by annealing. Thirdly, the relative 
changes in the first and second peaks are 2 to 3%, 
but the subpeak in the second peak and the third, 
fourth and fifth show changes as much as 5 to 
10%. 

These observations lead to the following 
important conclusions: 

(a) The structural relaxation involves rather 
extensive changes in the atomic short-range order. 

(b) The change in the nearest neighbour shell is 
not a change in the nearest neighbour distance, but 
a rearrangement among the neighbouring atoms 
without changing the distance. 

(c) The basic structural units, such as tetrahedra, 
are hardly affected by relaxation except for slight 
distortions. However, the relative configurations of 
such units are changed during the relaxation. 
Therefore, the structural relaxation is a highly 
collective phenomena, involving the motion of a 
number of atoms. 

5. Kinetics of structural relaxation 
As has been described elsewhere [36], it is possible 
to study the kinetics of the structural relaxation 
directly from the change in i(q).  Although At)(r) 
was calculated on ly  for a specific annealing 
condition, it appears that the salient features of 
the structural change, such as the narrowing of 
the first peak, the increase in the second peak 
height and the decrease in the height of the 
shoulder of the second peak, are commonly found 
for any annealing temperature and time. Therefore, 
the kinetics of the relaxation can be described by 
the kinetics of one of these features, without 
obtaining the entire Ai(q) for each annealing 
treatment. We singled out as a convenient 
parameter the change in the second peak, defined 
by the shaded area in Fig. 10: 

2 R(Ta, ta) - 1 ]Ai(q)] "q "dq 
q2 - -q l  

(ql = 5A-a,q2 = 6.15A-1) 

(10 
where T a is the annealing temperature and t a is the 
annealing time. R (Ta, ta), thus defined, is not only 
convenient for measurement but clearly separates 
the relaxation process from the crystallization 
process, since, as shown in Fig. 11, the change in 
i (q) when the sample starts to crystallize is totally 
opposite: the second peak becomes lower and the 
shoulder becomes higher and grows into a dip 
faction peak. This is not the case for other peaks; 
both the first and the third peaks become higher 
because of structural relaxation, and increase even 
more when crystallization occurs. 

The time and temperature dependence of the 
relaxation parameter is shown in Fig. 12. It was 
found that 

R(Ta, ta) = a(Ta) lnta + b(Ta). (12) 
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Figure 11 Change in the diffraction spectrum 
when the sample is partially crystalline. 
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Figure 12 Kinetics of the relaxation parameter defined by 
Equation 11. Solid lines represents the fitting by Equation 
15. 

This logarithmic time dependence distinguishes it 
from the exponential time dependence of the 
single relaxation time first-order kinetics. The 
kinetics of the structural relaxation are usually 
interpreted in terms of widely distributed re- 
laxation times. Instead, however, we propose 
a more collective and simpler description of the 
relaxation behaviour, by assuming that the 
apparent activation energy of the process is pro- 
portional to the total amount of the relaxation 
itself. The logarithmic time dependence, such as 
Equation 12, has been observed in certain cases 
of mechanical creep [37] and explained in terms 
of the exhaustion of the mobile lattice defects. 
Although the physical situations are different, 
the analyses made for the logarithmic creep 
[37-40] are quite useful for examining the 
present case. 
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If  the rate of the change in a quantity x is 
described by a thermal activation process with an 
apparent activation energy which is proportional 
to x itself, i.e., 

dx/dt  = c exp ( -  c~x/kr) (13) 

the kinetic equation is obtained by integration, as 

kT  In kT  kT  
x = - -  ( t + t o ) - - - -  l n - - .  (14) 

(2 O~ CO~ 

When this equation is applied to the structural 
relaxation process, the state described by x = 0 
should correspond to the totally unrelaxed 
imaginary structure which could be obtained when 
the molten alloy was cooled down to T = 0 K at 
an infinitely high cooling rate. However, the 
cooling rate is finite and the measurements are 
usually made at room temperature, so that even 

in the as-quenched sample, a part of the structural 
relaxation should have occurred prior to the 
measurement. Therefore the equation for R (T, t) 
should be, 

kT  kT  kT  
R ( T , t )  = X--Xo = - -  l n ( t +  t o ) - - - - I n : -  

(2 CO/ 

~Tln - x o  = ( t / to  + 1) (15) 
o~ 

where xo describes the structural relaxation of the 
as-quenched sample, and 

k T e x  p (aXo~. (16) to -- -& \ kr! 



If t>> to, Equation 15 is reduced to Equation 12. 
This equation shows an excellent fit to the data 
(Fig. 11) when a/k= 1.72 x l0 s K , c =  10149s -1 , 

and Xo = 0.122. The values of to are less than 
0.03rain in this temperature range and are 
negligible. The apparent activation energy at 
t = 0 ,  axo/k, is equal to 2.1 x 104K, or 1.8eV. 
The value of xo is also a parameter to describe the 
quenching rate during the production process. 
Since the absolute value of x0 depends upon the 
definition of the relaxation parameter, it is more 
convenient to express it in terms of the equivalent 
annealing necessary to bring the imaginary totally 
unrelaxed state to the actual as-received state. 
In the present case, the equivalent annealing 
condition is at 201 ~ C for 1 min or at 167 ~ C for 
30 rain. The value of c in Equation 13 should be of 
the order of the Debye frequency (~ 1013) times 
an appropriate constant to scale the magnitude of 
x (in this case, 1 to 10). Therefore the agreement 
is not poor. In fact the agreement is much better 
than in the case of the study of diffusion in which 
the pre-exponent was determined by conventional 
analysis without considering the structural re- 
laxation, therefore it was found to be smaller 
by a factor of 106 than the appropriate value 
[41]. Equation 15 indicates that the structural 
relaxation is negligible at T <  170~ even after 
one hour of annealing, while diffusion appears to 
be appreciable at temperatures lower than 170 ~ C 
[4, 17]. This is in accordance with our observation 
that the structural relaxation is a collective atomic 
process; diffusion is basically a single atomic 
process and does not necessarily result in the 
structural relaxation in a direct manner. On the 
other hand, the structural relaxation should 
control the decrease in the diffusivity. This point 

is evidenced by the fact that the range of annealing 
temperature in which the stress relaxation rate is 
appreciably reduced (Fig. 6 of [17]) agrees with 
the temperature range in which most of the 
structural relaxation takes place. 

Thus, once we assume Equation 13, all the 
observed behaviour of the structural relaxation 
appears to be explained without any obvious 
discrepancy. Although there is no good a priori 
basis for it, the reason why Equation 13 can be 
valid is probably that the displacements of each 
atom with respect to the other atoms due to the 
structural relaxation is usually small, and therefore 
the change in the inter-atomic potential energy is 

linear with respect to the displacement, as is the 
activation energy. 

6. Structural defects in amorphous alloys 
The results presented in the last two sections 
describe features of atomic processes involved in 
the structural relaxation. The picture which seems 
to emerge from these results, however, is not in 
good harmony with the concept of free volume 
which was first introduced to explain the transport 
phenomena in liquid. For instance, a considerable 
amount of short-range ordering beyond the second 
nearest neighbour is taking place during the re- 
laxation, while the change in the volume is minute. 
This indicates that the volume is no longer the 
most effective parameter to describe the struc- 
ture of the metallic alloys below Tg. In fact, 
the microscopic definition of free volume by 
Turnbull and Cohen [6] strictly applies only 
above Tg where redistribution of free volume 
can be made without a change in the total in- 
ternal energy. Below Tg, the excess free volume 
trapped in the glassy solid due to rapid quenching 

would partially or totally collapse, leaving internal 
strains around it. The centre of such internal 
strains is more like the structural defect in a 
crystalline solid than the free volume in a liquid 
which is in dynamic equilibrium and is not 
accompanied by static strains around it. Therefore 
we might call these centres structural defects, 
implying the deviation from the ideal fully-relaxed 
structure. The parameter defined by Equation 11, 
in our opinion, is a suitable parameter to describe 
the total density of the defects thus defined. Dif- 
fusivity or viscosity could be another effective 
parameter; the relation between them and R (T, t) 
defined by Equation 11 has not yet been es- 
tablished. Strictly speaking, a fully relaxed 
structure is in most cases unattainable because 

the crystallization sets in before the structure 
becomes fully relaxed. However, the kinetics 
are logarithmic with time, and become pro- 
gressively slower as they proceed. In the case of 
Fe40Ni4oP14B6 alloy, therefore, the structure 
just before the start of the crystallization could 
be regarded as almost fully relaxed. 

The structural defects thus defined help in an 
understanding of the structural relaxation and its 
kinetics in a most natural way. The structural re- 
laxation is a process in which the quenched-in 
structural defects transform and redistribute 
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themselves into lower energy configurations. More 
specifically, they probably tend to split into 
smaller and more stable defects. This redistri- 
bution process is, unlike that of the free volume in 
liquid, irreversible and exothermic. A portion of 
these defects may find their way to a surface, 
resulting in a decrease in the specific volume, but 
most of them would continue to transform into 
smaller defects, and finally, will become a part 
of the stable amorphous structure. 

7. Summary 
Amorphous metallic alloys obtained by rapid 
cooling from the melt are known to undergo 
structural relaxation upon annealing at tempera- 
tures below the crystallization temperature. Ob- 
servations of this structural relaxation have so far 
been mostly indirect, so that the phenomenon has 
not been understood at the atomic level. For the 
purpose of directly studying the changes in the 
atomic structure upon annealing, we have adopted 
the EDXD technique which offers high relative 
accuracy in the structural study of amorphous 
materials. 

First, it was demonstrated that using the EDXD 
technique, one could determine the structure of 
amorphous alloy self-consistently. The RDF of 
Fe4oNi4oP~4B6 alloy thus obtained is in good 
agreement with the DRPHS model. Then, by way 
of the in situ annealing, the topological structural 
relaxation was studied in detail. It was found that 
the structural relaxation is a highly collective 
atomic process in which the relative configurations 
of groups of atoms (presumably structural units 
such as tetrahedra) are changed to stabilize them- 
selves. The kinetics of the process (logarithmic 
in time) indicate that they can be best described 
in terms of the redistribution or transformation 
(splittings) of structural defects. Although the 
present study was made on one specific alloy 
composition, the conclusions are probably valid 
for other compositions too, at least for those 
amorphous alloys composed of the transition 
metals and metalloids, since the behaviour of the 
structural relaxation [16], and other kinetics 
[4, 5, 17, 23, 42, 43] does not depend upon 
details of the composition of the alloys. 

Appendix 
Determination of ~ (E) and ]p (E) 
The determination of the polarizability rr (E) and 
the primary beam intensity ,?p (E) becomes slightly 
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more complicated when the Compton scattering is 
a significant portion of the total scattering by the 
sample. Rearranging Equation 1 

Y 

i o ( E )  = P ( w , o ) ( < f  . f ,>  + 
L 

2]p(E')/Ip(E)] 
+ P(e',o)<fo(q')> (A1) 

Thus, in order to determine ip (E) from the data, 
one has to know not only rr (E) but also ip (E')/ip 
(E). Combining Equation 1 and Equation 5, one 
obtains 

- R - - 1  
R +  1 (1 + X ) / m - - n ( E ) X  (A2) 

where 

1 -- cos z 20 
m - 1 + cos 2 20 (A3) 

(f  . f*) + i(q)(f){f*) 
X = . , . (A4) 

zip(e )/zp ( e )  
(fe(q')) 1 + p(E)/g(E') 

R - (A5) 
ill 

and Is l is the intensity of the scattered X-ray with 
the scattering vector perpendicular to the plane of 
polarization (the plane which includes the di- 
rection of the electron beam in the X-ray tube), 
and I~ is the intensity with the scattering vector 
parallel to the plane of the polarization. Then 
7r (E')  also can be determined only when we know 
other quantities such as L (E')/fp(E).  

We used data from four runs to determine self- 
consistently 7r (E) and ip (E) using these equations. 
These were runs at 0a = 30.92 ~ Oz = 34.94 ~ and 
runs at 03 = 42.40 ~ but with parallel and per- 
pendicular scattering conditions. The former two 
angles were chosen so that the oscillations in i (q) 
as functions of E are opposite in phase. The data 
at 03 were used to calculate R. First, assuming 
i(q) = 0 and Ip (E)/Ip (E) -- 1, rr(E') was calcu- 
lated using Equation A2 repeatedly until it 
converged. Then using rr(E) thus obtained, 
Ip(E')Jip(E)= 1 for 01 and 02 using Equation 
A1. Ip (E)were  averaged over the two results 
and reiterated into Equation A1 until it con- 
verged, n(E') was then recalculated, using values 
of ,/p (E). After two such paths, both rr(E) and 
fp(E) reached self-consistency within the error 
of 10 .3 . Polynomials with seven parameters 



were f i t ted  by the least square m e t h o d  to zr(,E) 16. 

and f p ( E ) ,  to remove noise and remaining struc- 
17. 

tures.  The results are given in Figs. 3 and 4. 

Since the polar izat ion o f  the pr imary beam was 18. 

found to be significant enough to inf luence 

the accuracy o f  the data, it may  be advisable 19. 

in future measurements  to use the X-ray tube 
20. 

t i l ted at an angle of  45 ~ away f rom the dif- 21. 
f ract ion plane, that  is the plane which includes 

the pr imary  and diffracted beams. The polar- 

izat ion fac tor  would  then  be independen t  o f  

t he  d i f f ra~t i0n  angle, 'S i tnp l i fy ing  the analysis: 22.' 
significantly.  23. 
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